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The safety of drinking water is a serious public health issue. An article in the Arizona Republic
on May 27, 2001, reported on arsenic contamination in the water sampled from 10 communi-
ties in the metropolitan Phoenix area and 10 communities from rural Arizona. The data showed
dramatic differences in the arsenic concentration, ranging from 3 parts per billion (ppb) to 48
ppb. This article suggested some important questions. Does real difference in the arsenic con-
centrations in the Phoenix area and in the rural communities in Arizona exist? How large is this
difference? Is it large enough to require action on the part of the public health service and other
state agencies to correct the problem? Are the levels of reported arsenic concentration large
enough to constitute a public health risk?

Some of these questions can be answered by statistical methods. If we think of the met-
ropolitan Phoenix communities as one population and the rural Arizona communities as a
second population, we could determine whether a statistically significant difference in the
mean arsenic concentration exists for the two populations by testing the hypothesis that the
two means, say, WL, and i,, are different. This is a relatively simple extension to two samples
of the one-sample hypothesis testing procedures of Chapter 9. We could also use a confidence
interval to estimate the difference in the two means, say, [, — [L,.

The arsenic concentration problem is very typical of many problems in engineering and
science that involve statistics. Some of the questions can be answered by the application of
appropriate statistical tools, and other questions require using engineering or scientific knowl-
edge and expertise to answer satisfactorily.
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Inference on the Difference in Means of Two

Normal Distributions, Variances Known

The previous two chapters d hype tests and intervals for a single
population parameter (the mean |1, the variance 62, or a proportion p). This chapter extends
those results to the case of two independent populations.

The general situation is shown in Fig. 10-1. Population 1 has mean |1, and variance 6 7, and
population 2 has mean W, and variance 6 . Inferences will be based on two random samples of
sizes n, and n,, respectively. That is, Xy;, Xy, ..., Xi,, is a random sample of n, observations from
population 1, and X,;, X, ..., X5, is a random sample of n, observations from population 2.

Population 1 Population 2
2 2
il L+
FIGURE 101 Two / " / r
independent Sample 1: Sample 2:
populations. F11 X1z Xiny %21, %00 om,

In this section, we consider statistical inferences on the difference in means , — p, of two
normal distributions where the variances 6 ; and 6 3 are known. The assumptions for this sec-
tion are summarized as follows.

Assumptions for Two-
Sample Inference | (1) X, X,,,..., X, is a random sample from population 1.

(2)  Xa1, X,..., Xa,, is a random sample from population 2.

(3) The two populations represented by X, and X, are independent.

(4) Both populations are normal.

Alogical point estimator of jt, — 1, is the difference in sample means X, — X,. Based on the

properties of expected values,
E(X, - X,)=E(X) - E(X) =p - p

and the variance of X, — X, is
s = = 2\_Oi o}
V(x.-xz)=v(x.)+v(x,)=’Taf’T
o
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Based on the assumptions and the preceding results, we may state the following.

The quantity
(10-1)

has a N(0, 1) distribution.

This result will be used to develop p for tests of hyp and to construct
confidence intervals on i, — W,. Essentially, we may think of j, — i, as a parameter 6 where
estimator is © = X, — X, with variance 63 = 6} / n, + 63 /n,. If §, is the null hypothesis value
specified for 6, the test statistic will be (© —65)/6,4. Notice how similar this is to the test sta-
tistic for a single mean used in Equation 9-8 of Chapter 9.



HYPOTHESIS TESTS ON THE DIFFERENCE IN MEANS, VARIANCES KNOWN

‘We now consider hypothesis testing on the difference in the means p, — 1, of two normal
populations. Suppose that we are interested in testing whether the difference in means p1, — p,
is equal to a specified value A,. Thus, the null hypothesis will be stated as H, : i, — 1, = A,
Obviously, in many cases, we will specify Ap =0 so that we are testing the equality of two
means (i.e., Hy : )L, = W»). The appropriate test statistic would be found by replacing p; — 1,
in Equation 10-1 by A: this test statistic would have a standard normal distribution under H,.

Tests on the Difference
in Means, Variances
Known
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Null hypothesis:  Hp: 1y —Hy = Ay
X, - X, -A
Test statistic: Zy= % (10-2)
G , O;
S0
n n
Rejection Criterion for
Alternative Hypotheses P-Value Fixed-Level Tests
Hy:py —pa# Ao Probability above | zo| 20 > Za/2 OF 29 < —Zo/2
and probability
below —| 2],
P=2[1-0(z])]
Hpi:p—py >A, Probability above z,, 20> 2
P=1-0(z)
Hpi:p—p, <Ag Probability below zo, 20 <—Za
P=0(z)
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Paint DryingTime A product developer is interested in reducing the drying time of a primer paint.

Two formulations of the paint are tested; formulation 1 is the standard chemistry, and formulation 2
has a new drying ingredient that should reduce the drying time. From experience, it is known that the standard deviation
of drying time is 8 minutes, and this inherent variability should be unaffected by the addition of the new ingredient. Ten
specimens are painted with formulation 1, and another 10 specimens are painted with formulation 2; the 20 specimens
are painted in random order. The two sample average drying times are x; =121 mi and X, =112 mi respec-

tively. What conclusions can the product developer draw about the effectiveness of the new ingredient, using o = 0.05?
‘We apply the seven-step procedure to this problem as follows:

1. Parameter of interest: The quantity of interest is the difference in mean drying times, jt; — [1,, and A, = 0.
2. Non hypothesis: H,: |, — 1, =0, 0r Hy: |1, = [,.
3. Alternative hypothesis: H,: |, > [1,. We want to reject H, if the new ingredient reduces mean drying time.
4. Test statistic: The test statistic is
Zo= n-x-0
" [6 o2  whered} =03 =(8?=64andn, =n,=10.
Ot 5 202
noom
5. Reject H, |t' Reject Hj: |, =, if the P-value is less than 0.05.
6. Comp x =121 mi and X, = 112 minutes, the test statistic is
- _%_ =252
® ,®
10 10

7. Conclusion: Because z, = 2.52, the P-value is P =1-®(2.52) = 0.0059, so we reject H,, at the o. = 0.05 level.

Practical Interpretation: We conclude that adding the new ingredient to the paint significantly reduces the drying
time. This is a strong conclusion.




Inference on the Diffe&gmg%;gm«o
Normall Distributions, Variances Unknown

‘We now consider tests of hypotheses on the difference in means p, — 1, of two normal dis-
tributions where the variances 6} and 63 are unknown. A #-statistic will be used to test these
hypotheses. As noted earlier and in Section 9-3, the normality assumption is required to
develop the test procedure, but moderate departures from normality do not adversely affect
the procedure. Two different situations must be treated. In the first case, we assume that the
variances of the two normal distributions are unknown but equal; that is, o0} =03 =0 Inthe
second, we assume that 67 and o3 are unknown and not necessarily equal.

Casel:oi =0} =¢*
Suppose that we have two independent normal populations with unknown means 1, and 15, Now we know that
and unknown but equal variances, 67 = 63 = 6”. We wish to test

Ho:py = = 4Ag

Hip—po # Ao (10-11)

Xi,, be a random sample of n; observations from the first population and
Xy, Xzz, - X, be a random sample of n, observations from the second population. Let
X,, X,, S7, and S? be the sample means and sample variances, respectively. Now the expected
value of the difference in sample means X, — X, is E(X, = X, ) = i, — 12,50 X, — X, is an unbi-

has a N(0, 1) distribution. Replacing & by S, gives the following.

ased estimator of the difference in means. The variance of X, - X, is Given the assumptions of this section, the quantity
| X%l
V(XI_X2)=1+<L=(,1(L+L) r=X=%—(u-p) a013)
moom oo

It seems reasonable to combine the two sample variances 52 and §? to form an estimator of
2 " 2.
. The le imaf f defined as follows. (e .
° e pooked esfimatos ofic-is defined as follows has at distribution with n; + n, — 2 degrees of freedom.
Pooled Estimator of
Variance

The pooled estimator of 6°, denoted by S}, is defined by

(m—1)8 +(n, 1)}
nm+n, -2

(10-12)

Mohamad GHASSANY



Mohamad GHASSANY

Tests on the Difference
in Means of Two
Normal Distributions,
Variances Unknown
and Equal”

Null hypothesis:  Hy: p, — 1, = A,.
Test statistic: 7 XA (10-14)

=
’1 1

L e e

n omn

Rejection Criterion for
Alternative Hypotheses P-Value Fixed-Level Tests
Hi:py—py #A, Probability above |#, | and o > ta/2,m+n—2 0T
probability below — | 7, | to < —ta/2,mim—2
Hi:py—pa > Ay Probability above #, B S s
Hyi:p -, <Ag Probability below 7, to < ~lomsm-2




Yield from o Catalyst  Two catalysts are being analyzed to determine how they affect the mean
yield of a chemical process. Specifically, catalyst 1 is currently used; but catalyst 2 is acceptable.

Because catalyst 2 is cheaper, it should be adopted, if it does not change the process yield. A test is run in the pilot plant
and results in the data shown in Table 10-1. Figure 10-2 presents a normal probability plot and a comparative box plot
of the data from the two samples. s there any difference in the mean yields? Use o = 0.05, and assume equal variances.

I TABLE - 10-1 Catalyst Yield Data, Example 10-5
Observation Catalyst 1 Catalyst 2
Number
1 91.50 89.19
2 94.18 90.95
3 92.18 90.46
4 95.39 93.21
S 91.79 97.19
6 89.07 97.04
3 94.72 91.07
8 89.21 92.75
x =92.255 X, =92.733
5=239 5, =298
The solution using the tep is-testing is as follows:
1. Parameter of interest: The parameters of interest are |, and [1,, the mean process yield using catalysts 1
and 2, respectively, and we want to know if jt, — t, = 0.
2. Null hypothesis: Hy: 1, — 1, =0, or Hy: [, = 1,
3. Alternative hypothesis: H,: |1, # |1,

4. Test statistic: The test statistic is

5. Reject H, if: Reject H, if the P-value is less than 0.05.
6. Computations: From Table 10-1, we have X, = 92.255, s, = 2.39, n, = 8, ¥, = 92.733, 5, = 2.98, and n, = 8. Therefore

_(m=1)st+(n=1)s3 _(7)(239)° +7(2.98) _

7.30
mAm-2 8+8-2
5, =v7.30=2.70
and
x-X; _ 92.255-92.733 —_035

f=— =
2.70, L+L 2.70. l+l
nom 8 8

7. Conclusions: Because Ito| = 0.35,we find from Appendix Table V that 74,14 = 0.258 and #s,4 = 0.692. Therefore,
because 0.258 < 0.35 < 0.692, we conclude that lower and upper bounds on the P-value are 0.50 < P < 0.80. There-
fore, because the P-value exceeds o = 0.05, the null hypothesis cannot be rejected.

Practical Interpretation: At the 0.05 level of significance, we do not have strong evidence to conclude that catalyst 2
results in a mean yield that differs from the mean yield when catalyst 1 is used.

Percentage

Yield

£ 1 2
Vield data Catalyst type
®

FIGURE 10-2 Normal probabiliy plot and comparative box plot for the catalyst yield data in
Example 10-5. (2) Normal probabilty plot. (b) Box plots.
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Case 2: 02 #03

In some situations, we cannot reasonably assume that the unknown variances 67 and G are
equal. There is not an exact r-statistic available for testing H, : 1, — 1, = A, in this case. How-
ever, an approximate result can be applied.

Case 2: Test Statistic
for the Difference If Hy:Jt — o = Ao is true, the statistic
in Means, Variances
Unknown and Not
Assumed Equal (10-15)
is distributed approximately as ¢ with degrees of freedom given by
2
2 2
s, S
( LY L)
n om
ST e (10-16)
(s, /n,) (sz /'lq)
e ectne JBG\mde )8
n—1 n-1
If v is not an integer, round down to the nearest integer.

Therefore, if 6, # 67,, the hypotheses on differences in the means of two normal distributions
are tested as in the equal variances case except that T, is used as the test statistic and n, + n, — 2
is replaced by v in determining the degrees of freedom for the test.

The pooled #-test is very sensitive to the assumption of equal variances (so is the CI pro-
cedure in section 10-2.3). The two-sample ¢-test assuming that o7 # o3 is a safer procedure
unless one is very sure about the equal variance assumption.
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Inference on the Variances of Two Normal

Distributions

F DISTRIBUTION

Suppose that two independent normal populations are of interest when the population means
and variances, say, [y, 07, lL,, and 03, are unknown. We wish to test hypotheses about the equal-
ity of the two variances, say, H, : 6% = 6%,. Assume that two random samples of size n, from
population 1 and of size n, from population 2 are available, and let S and S3 be the sample
variances. We wish to test the hypotheses

o
Hy: Gf =
H;:0? %0} (10-26)
The of a test p dure for these hypoth requires a new probability distribu- . F -
tion, the F distribution. The random variable F is defined to be the ratio of two independent " s e
chi-square random variables, each divided by its number of degrees of freedom. That is, . . N
FIGURE 10-4 Probability density functions FIGURE 10-5 Upper and lower
Wlu of two F distributions. percentage points of the F distribution.
Y/v Table VI i ints (for selected values of f, , , foro. < 0.25)

where W and ¥ are independent chi-square random variables with u and v degrees of freedom, of the F disribution. T lower-aild prcentage poins g 00 it i s oo,

respectively. We now formally state the sampling distribution of F. Finding Lower

Tail Points of the
kv

Sraur= (10-30)

Let W and Y be independent chi-square random variables with « and v degrees of
freedom, respectively. Then the ratio

For example, to find the lower-tailed percentage point fygs s o, note that
_ Wi
T Yy
@ is said to follow the F distribution with u degrees of freedom in the numerator
and v degrees of freedom in the denominator. It is usually abbreviated as F, ,.

1 1
(10-27) fosssio = m=m=o.211
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HYPOTHESIS TESTS ON THE RATIO OF TWO VARIANCES Tss o he
o D
A hypothesis-testing procedure for the equality of two variances is based on the following Variances from Wil izt o 0i - o2
result. Test statistic: F= % (10-31)
2
Distribution " (st )
Al
of the Ratio Let X, Xy, ..., X, be a random sample from a normal population with mean i, Ll Criiering
of Sample and variance o7, and let X5;, X, ..., Xa,, be a random sample from a second normal Hy:of %03 Jo> fanrm-1m-10F fo < fioaizm-rm-1
Variances from population with mean |1, and variance o3. Assume that both normal populations are Hi:6l >0} Jo> fam-1m-1
Two Normal i o 2 i i
i independent. Let S and S; be the sample variances. Then the ratio Hycl <ol ol
_St/ot
IS or
has an F distribution with n, — 1 numerator degrees of freedom and , — 1 denominator
degrees of freedom.
This result is based on the fact that (n, — 1) S?/o? is a chi-square random variable with n, —1
degrees of freedom, that (n, —1) S2 /072 is a chi-square random variable with n, — 1 degrees of
freedom, and that the two normal populations are independent. Clearly, under the null hypothesis
Hy: 6} = 63, the ratio Fy = S? /S 3 has an F,, _, ,, , distribution. This is the basis of the following
test procedure.
f) f&) f)
Xi Xi1 Xaa
a/2 «
al2 «
0 X apnt Xornor % 0 Koot ¥ 0 xan-1 %
(@) () (©

FIGURE 10-6 The Fdistribution for the test of H,: 6} = o3 with critical region values for (a) H,: 6} # 6%. (b)
H,: 6} >0% and (c) H: 6} <03.

The critical regions for these fixed-significance-level tests are shown in Figure 10-6. Remem-
ber that this procedure is relatively sensitive to the normality assumption.
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Semiconductor Efch Variability ~ Oxide layers on semiconductor wafers are etched in a mixture
of gases to achieve the proper thickness. The variability in the thickness of these oxide layers is a

critical characteristic of the wafer, and low variability is desirable for subsequent processing steps. Two different mix-

tures of gases are being studied to determine whether one is superior in reducing the variability of the oxide thickness.

Sixteen wafers are etched in each gas. The sample standard deviations of oxide thickness are s; = 1.96 angstroms and

5, = 2.13 angstroms, respectively. Is there any evidence to indicate that either gas is preferable? Use a fixed-level test

with o = 0.05.

The tep hypothesis-testing p dure may be applied to this problem as follows:

1. Parameter of interest: The parameters of interest are the variances of oxide thickness 67 and 63 . We will assume
that oxide thickness is a normal random variable for both gas mixtures.
2. Null hypothesis: H,: 6} = 63
3. Alternative hypothesis: H,: 67 # o3
4. Test statistic: The test statistic is given by Equation 10-31:
st
P
5. Reject H, if: Because n, = n, = 16 and o = 0.05, we will reject Hy :67 = 63 if fo > fooususis = 2.860rif fy < foorsisis
=1/ fooasys1s = 1/2.86 = 0.35. Refer to Figure 10-6(a).
6. Computations: Because s7 = (1.96)" = 3.84 and 53 = (2.13)* = 4.54, the test statistic is

2
si  3.84
=5=""—=085
fo 55 454
7. Conclusion: Because fj o555 = 0.35 < 0.85 < fy 025155 = 2.86, we cannot reject the null hypothesis H,: 67 = o3 at
the 0.05 level of significance.
Practical Interpretation: There is no strong evidence to indicate that either gas results in a smaller variance of oxide
thickness.
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Inference on Two Population Proportions,

LARGE-SAMPLE TESTS ON THE DIFFERENCE IN POPULATION PROPORTIONS

Suppose that two independent random samples of sizes n; and n, are taken from two popula- is distributed approximately N(0, 1). A pooled estimator of the common parameter p is
tions, and let X, and X, represent the number of observations that belong to the class of inter- X+ X,
est in samples 1 and 2, respectively. Furthermore, suppose that the normal approximation to P= Xi+X,
the binomial is applied to each ion, so the esti; of the i i m+n
PR = X,/n, and P, = X, /n, have approximate normal distributions. We are interested in testing . e R
the hypotheses The test statistic for Hy: p; = p; is then
Ho:pi=p Hipi#p B _B
The statistic Z= NZEE
P(1-P) (— + —]
nom
Test Statistic
for the 5_5 . .
Difference of 7= PA-P —(p. = p2) (1034 This leads to the test procedures described as follows.
Two Population W(1-p)  pa(1-p2)
Proportions R Approximate
Tests on the Null hypothesis: Ho: pi = p
Difference of i
Two Population N _ B-PB
Propertiond Test statistic: Zy= TR R T (10-35)
is distributed approximately as standard normal and is the basis of a test for Ho: p; = p, . —P) (7+ 7]
Specifically, if the null hypothesis Ho: p, = p, is true, by using the fact that p, = p, = p, the moon
random variable
Rejection Criterion
Alternative Hypothesis P-Value for Fixed-Level Tests
+l] Hi:p #p, Probability above|zy| and 2 > 2o/ 0T 29 < ~Zq2
mn probability below —zo.
P=2[1-0(a))
Hy:p>p, Probability above z,. 20>
P=1-®(z)
Hyi:pi<p: Probability below zo. 20 <24
P=0(x)
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S0 JERNEEES St John's Wort Extracts of St. John’s Wort are widely used to treat depression. An article in
the April 18, 2001, issue of the Journal of the American Medical Association (“Effectiveness of

St. John’s Wort on Major D« ion: A Randomized C lled Trial”) pared the efficacy of a standard extract
of St. John’s Wort with a placebo in 200 outpatients di d with major d ion. Patients were randomly assigned
to two groups; one group received the St. John’s Wort, and the other received the placebo. After eight weeks, 19 of
the placebo-treated patients showed improvement, and 27 of those treated with St. John’s Wort improved. Is there any
reason to believe that St. John’s Wort is effective in treating major depression? Use o = 0.05.

The seven-step hypothesis testing procedure leads to the following results:

1. Parameter of interest: The parameters of interest are p; and p,, the proportion of patients who improve
following treatment with St. John’s Wort (p,) or the placebo (p,).

2. Null hypothesis: H,: p, = p,

3. Alternative hypothesis: H,: p, # p,

4. Test statistic: The test statistic is

i’l_ﬁz
~ & 1 1
P(]—P) (Z+;)

where p; =27/100=0.27, p, =19/100 = 0.19, n, = n, = 100, and

=

xt+x _ 19+27

p= =72 -023
n+n, 100+100
5. Reject H, if: Reject H: p; = p, if the P-value is less than 0.05.
6. Computation: The value of the test statistic is
5 = 0.27-0.19 134
0.23(0.77) .
100 100

7. Conclusion: Because z, = 1.34, the P-value is P = 2[1 - (I)(l.34)] =0.18, so, we cannot reject the null hypothesis.

Practical Interpretation: There is insufficient evidence to support the claim that St. John’s Wort is effective in treat-
ing major depression.
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